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ABSTRACT

Relationships between intensity fluctuations, cloud microphysics, lightning variations, and electrical

structures within idealized tropical cyclones are investigatedwith the cloud-resolving CollaborativeModel for

Multiscale Atmospheric Simulation (COMMAS). An initial strong tropical cyclone is subjected to either

steady-state control conditions (CTRL), increased wind shear (SHEAR), or a reduction in sea surface

temperature (SST).

In CTRL, nearly all the lightning (.95%) occurred in the outer region (100, r# 300 km) and was overall

very episodic in the inner core (r # 100 km), consistent with observations. The inner-core updrafts were

weaker and experienced greater depletion of cloud water by warm rain processes, which, in contrast to the

deeper updrafts in the rainband convection, reduced the mixed-phase cloud depth and confined the bulk of

the charging and lightning initiations to lower levels.

Notably, larger flash rates were produced in the asymmetric inner core of the SHEAR case, with the

majority of the flashes located in the downshear left quadrant, consistent with prior observational works. In

contrast to CTRL, the more vigorous inner-core convection in SHEAR resulted in the formation of a

prominent negative charge region and enhanced production of negative ground flashes.

With a nearly identical filling rate as SHEAR, the introduction of cooler sea surface temperature in the SST

case caused lightning activity to fade rapidly in both the inner core and rainbands.

1. Introduction

In the last few decades, several observational studies

employing primarily cloud-to-ground (CG) flash data

within tropical cyclones (TCs) have established some

associations between trends in lightning activity in dif-

ferent regions of the TC and intensity fluctuations (e.g.,

Lyons et al. 1989; Samsury and Orville 1994; Molinari

et al. 1994, 1999; Orville and Coyne 1999; Cecil and

Zipser 2002; Kelley et al. 2004; Shao et al. 2005; Squires

and Businger 2008; Price et al. 2009; Thomas et al. 2010;

Abarca et al. 2011; DeMaria et al. 2012; Bovalo et al.

2014; Stevenson et al. 2016). Because of the strong tie

between lightning, deep moist mixed-phase convection,

and intensity changes in many observed TCs, it is critical

to augment our understanding of the relationships be-

tween intensity evolution and notable changes in

lightning distribution within selected regions of the TC.

This is particularly relevant given the recent successful

launch of the Geostationary Operational Environ-

mental Satellite R series (GOES-R), which will con-

tinuously monitor total lightning [CG plus intracloud

(IC) flashes] over wide oceanic areas by means of the

Geostationary Lightning Mapper instrument (GLM;

Goodman et al. 2013). This study is an attempt to

broaden our understanding on this topic by analyzing

the electrification and lightning in idealized cloud-scale

TC simulations.

Intensity changes and electrification within TCs are

physically tied to transient, cloud-scale moist convective

processes (MacGorman et al. 1989; MacGorman and

Rust 1998; Anthes 2003; Hendricks et al. 2004;

Montgomery et al. 2006; Nolan et al. 2007; Guimond
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et al. 2010; Fierro and Reisner 2011; Fierro et al. 2015).

The relationships between CG lightning activity and

TC intensity change, however, are subject to ongoing

debate, with the majority of studies suggesting that

bursts in CG activity in the inner core precede in-

tensification, while a few other studies (Thomas et al.

2010; DeMaria et al. 2012) have found that similar in-

creases were coincident with the weakening of the TC.

DeMaria et al. (2012) proposed that increased CG

lightning activity in the outer region in the direct path

of the TC’s inner core may be a better surrogate for TC

intensification, as this would be indicative of environ-

mental conditions favorable for (electrified) deep

moist convection ahead of the track of the TC. Perhaps

partially reconciling this disagreement, Molinari et al.

(1999) suggested that, given an increase in CG light-

ning in the inner core of the TC, subsequent weakening

or intensification is contingent upon whether the TC is

rapidly deepening or weakening, respectively, at the

time of the lightning. CG flashes were emphasized by

these studies because the lightning data were obtained

from ground-based very-low-frequency networks, such

as the World Wide Lightning Location Network

(WWLLN; Abarca et al. 2011), which are unable to

detect the weaker-amplitude radio emissions from the

vast majority of IC flashes.

A three-dimensional analysis of CGs and of a class of

high-current IC discharges within three major hurri-

canes revealed that intensification periods coincided

better with episodic eyewall IC bursts than CGs alone

(Fierro et al. 2011). In Hurricane Rita (2005), IC bursts

were associated with distinct convective events rotating

around the eye and with an aggregate increase in dis-

charge heights. They also found that, in contrast to CGs,

the evolution of the spatial distribution of ICs could help

in identifying differences in convective regimes, partic-

ularly within the inner core of the TC. This more sys-

tematic association between deep convection and ICs is

consistent with previous findings based on observations

of total lightning within continental deep convective

storms: in contrast to CGs, IC discharges exhibit a no-

ticeably more robust relationship with convective vigor

(volume of updraft . 10m s21) and with bulk micro-

physical storm quantities, such as volume of graupel and

30-dBZ echo volume (e.g., MacGorman et al. 1989;

Williams 1995; Lang and Rutledge 2002; Wiens et al.

2005; Schultz et al. 2011).

Few modeling studies on cloud-scale electrification

processes within TCs have been conducted so far either

for idealized cases (Fierro et al. 2007) or real cases (Fierro

and Reisner 2011; Fierro et al. 2013, 2015). The reader is

invited to consult Fierro et al. (2015) for an up-to-date

review on the main findings of these modeling works.

The first study attempting to explicitly model cloud-

scale electrification processes within TCs (Fierro et al.

2007) was able to reproduce their basic observed spatial

lightning pattern (e.g., Molinari et al. 1999; Orville and

Coyne 1999; Cecil and Zipser 2002; Cecil et al. 2002;

Abarca et al. 2011; Stevenson et al. 2016), consisting of

two distinct relative maxima in lightning activity: the

first in the outer rainbands and a second in the inner

core. Observations from the aforementioned in-

vestigators, however, showed a systematic larger maxi-

mum in the outer rainbands, indicating that the

simulation of Fierro et al. (2007) overestimated the

fraction of total lightning (and, hence, axisymmetric

updraft speed and graupel content) in the inner core.

Follow-on modeling studies from the same authors at-

tempted to simulate real cases utilizing either finer grid

spacing, more sophisticated microphysics, or the assim-

ilation of real data (radar and lightning), but their sim-

ulations consistently overestimated total lightning activity

in the inner core of the TC.

Using noninductive charging schemes based on the

laboratory work of Saunders and Peck (1998, hereinaf-

ter SP98), these modeling studies revealed that, overall,

the gross charge structure of the deeper convective el-

ements within the simulated TC resembled a normal

tripole, which consists of a main midlevel negative

charge region located between upper and lower

regions of positive charge (Williams 1989). Akin to

simulations of continental thunderstorms, it was found

that negative noninductive charging of graupel pellets

dominated at midlevels, followed by relatively weaker

positive noninductive charging on graupel at lower

levels. The charging configuration, however, is relatively

sensitive to the noninductive charging scheme employed

(e.g., Mansell et al. 2005; Kuhlman et al. 2006; Fierro

et al. 2006).

To build upon prior modeling works, this study will

explore how the electrical structure of an initially strong

hurricane-like vortex (category 3 or greater on the

Saffir–Simpson scale) evolves when the ambient wind

shear is increased or when the sea surface temperature is

reduced.

2. Numerical model

This study makes use of the Collaborative Model

for Multiscale Atmospheric Simulation (COMMAS;

Wicker andWilhelmson 1995; Coniglio et al. 2006). The

equation set is based on Klemp and Wilhelmson (1978).

The simulations employed the NSSL two-moment, four-

ice-category bulk microphysics scheme (Mansell et al.

2010; Ziegler 1985; Mansell and Ziegler 2013). This

scheme predicts the mass mixing ratio and number
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concentration of six hydrometeor species (cloud drop-

lets, rain, graupel, hail, cloud ice, and snow) together

with graupel and hail particle densities. In this set of

simulations, both the cloud condensation nuclei (CCN)

number concentration and the number of activated

CCN (NCCN,a) are predicted. The hail category was

turned off because large, high-density ice particles pro-

duced by wet growth of graupel are not expected in

tropical cyclones. Initial tests also showed virtually no

hail production.

The two-moment microphysics scheme is nearly

identical to the NSSL scheme within version 3.8 of the

Weather Research and Forecasting (WRF) Model with

the Advanced Research WRF (ARW) dynamic solver

(Skamarock and Klemp 2008). A few relevant differ-

ences from the version used in Fierro et al. (2015) are

described below.

The NSSL microphysics scheme explicitly calculates

condensation rates, which can result in some residual

supersaturation Sw, especially when droplet concentra-

tions are low (e.g., Khain et al. 2012;Mansell andZiegler

2013). Most other bulk schemes use a saturation ad-

justment procedure, but Khain et al. (2015) noted that

this tended to reduce sensitivity to CCN concentration

in a tropical cyclone simulation. As noted inMansell and

Ziegler (2013), most of the CCN are activated within

1 km or so above cloud base. The TC environment is

assumed to have typical maritime CCN concentrations

on the order of 100 cm23, which in Mansell and Ziegler

(2013) resulted in maximum Sw values on the order of

10% for a small isolated cell. Preliminary TC simula-

tions, however, produced very large Sw values (.50%)

over deep regions within the eyewall convection. These

were attributed to extreme droplet scavenging by rain,

leaving too few droplets for effective condensation in

the updrafts. Although there are no reliable observa-

tions of supersaturation in eyewalls, these values

seemed unreasonably large and would potentially re-

sult in the activation of more numerous small cloud

nuclei (e.g., Khain et al. 2012). To mitigate this issue,

the droplet renucleation term in this work was re-

formulated as an extension of the Phillips et al. (2007)

strategy that tracks both the number of activated nuclei

NCCN,a and the background CCN concentration NCCN

(where NCCN is advected but not decremented). As

formulated, the Phillips et al. (2007) scheme also suf-

fered from large Sw in these conditions, so an assump-

tion similar to that of Khain et al. (2012) was made that

sufficiently high supersaturations should continue to

nucleate a few additional small aerosols. When cloud

water already exists, the number of newly nucleated

droplets CN is given by
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whereCN,cb is the Twomey (1959) cloud-base value [Eq.

(A7) in Mansell et al. (2010)]:
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whereNCCN is the assumed CCN concentration, k is the

aerosol activation spectrum exponent (here, k5 0.6), w

is the updraft speed, andB is the complete beta function.

The supersaturation with respect to liquid water Sw is

calculated from the model state after condensation and

other microphysics rates have been applied. The con-

stants cs1 and cs2 are tuning parameters that allow an

extended weak response to very high Sw and for this

study have values of 0.01 and 0.03, respectively. The

scheme essentially reserves 10% of the CCN for acti-

vation at high Sw. An alternative future approach might

try to limit accretion and autoconversion from reducing

the droplet concentration below some threshold. The

NCCN,a field is exponentially damped (time constant of

1min) at grid points with no cloud droplets or ice crys-

tals, which effectively restores CCN when air is cloud

free. This is done because there is otherwise no source

term for CCN, which tend to get depleted in the TC

environment. The actual CCNfield is only advected, and

the depletion is counted by the separate activated CCN

field (NCCN,a).

Mansell et al. (2010) included a simple but weak

process of ice crystal production by splintering of ice

shells as drops freeze (Chisnell and Latham 1974). They

assumed one splinter per frozen drop, but new obser-

vations and model results from Lawson et al. (2015)

suggest a possibly much larger effect, where the number

of splinter fragments Nf is proportional to the diameter
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d of the freezing drops. From 1D spectral microphysics

model simulations, they found an average relationship

of Nf 5 2.5 3 10211d4 using parameters that best re-

produced the aircraft observations. The splinter frag-

ments provided a feedback that accelerated the

glaciation of rain drops, as seen in the observations. For

the bulk microphysics, we applied this relationship to

drop freezing both by internal nucleation (Bigg 1953)

and by ice crystal capture. For both cases, the drop di-

ameter drwas taken to be themeanmass diameter of the

newly frozen drops, and the mass of new ice crystals is

6.88 3 10213 kg. Activation of this process notably in-

creased the drop freezing rate by ice crystal capture.

Drop–crystal interactions are limited to drops in the size

distribution with dr . 150mm that capture ice crystals

with di . 40mm (and a mean diameter greater than

10mm), so that smaller drops are still left to freeze via

the Bigg process.

The noninductive charging scheme for graupel–ice

collisions uses a rime accretion rate parameterization

(RAR; SP98; Brooks et al. 1997) that is modified

from Mansell et al. (2010) at lower temperature. The

sharp drop in the critical RAR curve at low temperature

was replaced with a cosine function for temperature

T,2238C to smoothly approach zero at2378C (Fig. 1a).

Likewise, the quadratic roll-off factor b [Mansell et al.

2005, Eq. (11)] was also replaced with a cosine function

b 5 0.5f1 1 cos[p(T 2 Tc)/(Tc 2 Tmin)]g, where

Tc52308C and Tmin52378C. These changes provide a
smoother approach to zero charging at temperatures where

cloud droplets are rapidly freezing. In this model, non-

inductive charging between graupel and snow is treated the

same as graupel–ice owing to the lack of laboratory ex-

periments. Inductive or polarization charging arising from

rebounding collisions between graupel particles and cloud

droplets followingZiegler et al. (1991) is also accounted for.

Discharges are simulated by the three-dimensional sto-

chastic branched lightning scheme of Mansell et al. (2002),

and flashes are initiated based on the height-dependent

electric fieldmagnitude thresholdEinit ofDwyer (2003) and

scaled from standard air density (r0 5 1.225kgm23):

Einit 5 2.84 3 105(rair/r0) Vm21. The electric field is

computed by a black boxmultigrid iterative solver (Dendy

1982, 1987). Drift and attachment of small atmospheric

ions are explicitly treated (Chiu 1978; Mansell et al. 2005).

3. Experimental design

The horizontally homogeneous environment initially

at rest was prescribed by a modified version of the trop-

ical sounding used in Fierro et al. (2007) (Fig. 1b), which

is a combination of the 0000 UTC 13 August 2004 Owen

Roberts Airport, Grand Cayman Island, profile below

15km MSL and, above it, the 0000 UTC 13 August 2004

Kingston, Jamaica, profile. This particular time and date

were chosen because Hurricane Charley (2004) passed

within 150km of Grand Cayman Island.

The initial wind field of the vortex was prescribed

followingRotunno and Emanuel (1987) as implemented

in WRF-ARW (version 3.7), which assumes a vortex in

gradient wind and hydrostatic balance. The bogusing

scheme includes fourmain input parameters that control

the size and strength of the initial vortex, namely, the

maximum tangential wind, the radius of maximum wind

(RMW), the vortex depth, and the radius of zero hori-

zontal wind. To guarantee and hasten the development of a

strong TC, the current simulations used a maximum tan-

gential wind of 30ms21, RMW5 100km, a vortex height

of 15km, sea surface temperature of 278C (e.g., Williams

andRenno1993), and a radius of zerowindof 700km.With

these coefficients, a realistic strong hurricane-like vortex

(i.e., category 3 or greater on the Saffir–Simpson scale) was

obtained after 24h of integration (without electrification),

which was used as the initial conditions for the three ex-

periments analyzed in this study.

To help reduce the detrimental effects of compensating

subsidence in the far field developing after long in-

tegrations on a finite-size domain, a Newtonian cooling

term was applied in the simulations following Rotunno

and Emanuel (1987). The equations of motion were in-

tegrated on an f plane with a constant assumed latitude

of 258. The wind-dependent drag coefficient Cd, which

controls the magnitude of the bulk surface fluxes of heat

and moisture, is parameterized following the observa-

tional work of Powell et al. (2003), wherein Cd levels off

for horizontal wind speeds exceeding hurricane force

(40ms21). COMMAS does not include an ocean model

or a longwave and shortwave radiation scheme.

The vertical grid has 60 levels, and the spacing

stretches from 100m at the lowest level to amaximum of

500m above 8.25 km MSL, with the model top set at

22 km MSL. The horizontal dimensions of the domain

are, in grid points, 450 3 450 (1600 3 1600km2). In the

horizontal, the grid stretches geometrically from a finer

mesh of 2.5 km within a 240 3 240 gridpoint (600 3
600 km2) storm-centered subdomain to a coarser mesh

of 5 km in the outer regions. The time step was set to 5 s

with open lateral boundary conditions.

The first of three simulations is the control (CTRL),

wherein the model solution at 24 h is integrated for an

additional 30 h without any changes to the background

environment, resulting in a nearly steady-state axisym-

metric strong TC. The second experiment (SHEAR) is

like CTRL but with the progressive introduction of deep

(full tropospheric: 850–250hPa) wind shear, assumed

here to be unidirectional in the zonal direction, for

2026 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 74

Unauthenticated | Downloaded 12/28/22 06:50 PM UTC



FIG. 1. (a) Plot of the noninductive charge separation sign-reversal curve used in this study

(black curve), which is the same as in Mansell et al. (2010), except for the use of a cosine

function to replace the polynomial for2248 ,T,2378C (see text). The original SP98 curve fit

is shown as the dashed orange curve for reference. (b) Skew T–logp plot of temperature (blue)

and dewpoint (green) used to initialize the horizontally homogeneous environment in the

simulations. The thick gray curve shows the lifted parcel from a 90-hPa-deep mixed layer

extending from the surface, which is used to compute the sounding parameters shown on the

top-right corner. The thin red and black curves are the virtual temperature profiles of the

environment and the lifted parcel, respectively.
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simplicity. The base-state substitution method of

Letkewicz et al. (2013) was used to introduce a wind

shear magnitude of 15ms21 in the U component of the

wind field over the layer between z 5 1.5 and 10.5 km.

During the substitution, the base-state U component is

set to negative values (easterly) from the surface up to

z 5 1.5 km and increases linearly to a positive value

(westerly) until z 5 10.5 km. The base-state U winds

were adjusted linearly at each time step over the first

10 h of simulation and then maintained throughout the

remainder of the simulation. The shear profile was ad-

justed to have ameanUwind of 0.5m s21 to keep the TC

centered in the domain. Although this shear increase is

admittedly large (Marks et al. 1992; Reasor et al. 2000,

2009; M. DeMaria 2016, personal communication),

these values were chosen for faster development and

computational efficiency. The third experiment (re-

ferred to as SST) simply decreases the homogeneous sea

surface temperature from its initial value of 278C to a

final value of 228C over the same time period as

SHEAR, namely, during the first 10 h of simulation. The

final SST, which is then maintained throughout the re-

mainder of the simulation, was purposely set markedly

below the threshold of 268C for TC maintenance and

development (e.g., Williams and Renno 1993) to simul-

taneously reduce computational burden and emphasize

the main changes in TC structures. Full model fields were

saved every hour. The mean storm motion in all simula-

tions is relatively small (#2ms21), allowing the TC to

remain reasonably close to the center of the domain and

within the finer 2.5-km-resolution mesh.

Given the above experimental design, this study pla-

ces emphasis on a steady-state strong TC and two

weakening TC scenarios. These two particular weak-

ening scenarios were investigated to illustrate the in-

herent challenge in relating changes in TC intensity to

lightning activity, as both TCs exhibit similar filling rates

while producing drastically different lightning behav-

iors. Because preliminary tests revealed that realistic

simulations of intensifying TCs are somewhat chal-

lenging to achieve in the current idealized framework,

such an endeavor is deferred to future work.

4. Results

In all three experiments, the analysis emphasizes

systematic comparisons between two key regions of the

TC on a storm-centered cylindrical grid: the inner core

(r # 100 km) and the outer region (100 , r # 300km).

Because the flash (origin) density is a relatively discrete

field, it was analyzed within the same respective storm-

centered cylinders but still on the native grid (i.e.,

using a mask) to avoid truncation errors during

FIG. 2. Stacked bar charts of the time series of the hourly flash rates

for (a) CTRL, (b) SHEAR, and, (c) SST on the native Cartesian grid.

The flash rates were computed on prescribed storm-centered cylinders

containing the rainband region (gray portion of each bar) and inner-

core region (black portion of each bar). The inner-core rates include all

flashes within a radius r5 100km from the storm center. The lightning

rates in the outer region include all flashes within 100 , r # 300km.

The storm center is the gridpoint location with the minimum total

pressure at the surface.The sumof the respectiveflash rates of theblack

and gray portions of each bar represents the ‘‘storm total’’ rate, which is

shown on the Y axis (i.e., over the entire r 5 300-km storm-centered

cylinder mask). As a reference, the diagram also shows for each ex-

periment the domain-integrated flash totals categorized by flash type

and polarity, namely, ICs, negative CGs, and positive CGs. The time

series also show the surface pressure trace (hPa) for each corresponding

experiment as a solid black line. To facilitate comparison, the respective

scale for the storm total flash rates (left axis) and the pressure trace

(right axis) use the same upper and lower bounds for each experiment.
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interpolation [as in Fierro et al. (2015)]. Following the

definitions of Cecil et al. (2002), the outer region con-

tains both the inner band region (characterized by a

minimum in lightning) and the outer-rainband region

(characterized by the maximum in lightning) of the TC.

For simplicity, the terms ‘‘outer region’’ and ‘‘rainband

region’’ will be used interchangeably throughout the

manuscript. All altitudes are MSL.

a. Control simulation

As noted earlier, CTRL produces a steady-state,

quasi-axisymmetric strong hurricane-like vortex

exhibiting a lightning behavior and evolution consis-

tent with those of observed TCs (e.g., Molinari et al.

1994, 1999; Cecil and Zipser 2002; Squires and Businger

2008; Fierro et al. 2011; Stevenson et al. 2016). The vast

majority (i.e.,;91%) of the lightning within r5 300 km

originates from the outer region (Fig. 2a). The simu-

lation produced 36 CG flashes, all of which lowered

negative charge, which is likely a large underestimate.

In all simulations, many of the IC flashes that initiated

at lower levels might be expected to have become CG

flashes, but the coarseness of the grid and other biases

related to the generation and resolution of the charge

and potential structure may be inhibiting propagation

all the way to the surface (Mansell et al. 2002, 2010).

Hourly rainband lightning rates (Fig. 2a) had sub-

stantial variability, with total rates from as low as

10 flashes per hour (flashes h21) to a maximum near

450 h21. The inner-core region, in contrast, produced

overall smaller rates never exceeding 100 flashes h21.

About ;30% of the inner-core flashes are associated

with small updrafts within r 5 75–100 km that are

connected to the outer bands and are therefore not

directly associated with the eyewall convection. The

factors behind this contrast in lightning evolution be-

tween the eyewall and rainband convection will be

examined later in the section.

Note that, because the simulations assume a positive

Coriolis parameter and the CTRL storm motion is west-

ward, the right-front (rear left) quadrant is located to the

northwest (southeast). About half of the inner-core light-

ning 30-h totals were produced in the right-front quadrant

(Fig. 3). This is consistent with early modeling works (e.g.,

Shapiro 1983; Shapiro andFranklin 1999) highlighting that a

translating TC usually has stronger boundary layer conver-

gence in the right-front quadrant in the eyewall, relative to

the TCmotion. Most of the lightning produced in the outer

region (i.e., ;43%) is in the rear-left quadrant of CTRL.

The accumulated hourly lightning flashes and the in-

stantaneous radar reflectivity fields at z 5 1 km at 9

(Fig. 4a) and 19 h (Fig. 4d) provide representative

snapshots of the precipitation structure relative to

the simulated lightning. Consistent with observations

in mature hurricanes, radar reflectivity values seldom

exceed 50 dBZ in the eyewall but are a more common

occurrence in some of the isolated and often lightning-

active convective cells within the rainbands. As an-

ticipated from the initialization procedures, CTRL

produces a persistent, nearly axisymmetric eyewall

(Figs. 4a,d).

Complementing Fig. 4, a Hovmöller diagram of the

column-total lightning channels and 4–7-km mean re-

flectivities (Fig. 5a) reveals a persistent eyewall with a ra-

dius of about 20km early in the simulation, gradually

widening to about 35km by the end of the simulation.

Figure 5a also highlights an outward shift of the lightning in

the outer region with time, in line with a progressively

widening eyewall and primary circulation. Lightning in the

eyewall was generally well collocated with the maximum

in 4–7-km layer-averaged reflectivity. This nearly un-

varying horizontal reflectivity structure is a reflection

of a nearly steady-state TC intensity as measured by the

minimum surface pressure of about 945 hPa (Fig. 2a).

As in Fierro et al. (2015), the analysis includes time–

height volumes of selected variables. The volumes for a

given variableA (interpolated onto the cylindrical grid) are

computed as follows. At each level in the model, an algo-

rithm counts instances when A exceeds a fixed threshold

(e.g., 0.5gkg21 for graupel mass). The total count at each

FIG. 3. Diagram showing the total number of flashes over the 30 h

of simulation for CTRL (black), SHEAR (dark gray), and SST

(light gray) within the inner-core and rainband regions divided by

quadrants within the cylinders described in Fig. 2 (which are on the

native Cartesian grid).
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level is then scaled (multiplied) by the average volume of

the grid cell (because of the stretched grid). When the

volumes were computed with the actual (i.e., height vary-

ing) volume of the grid cell, the results were quantitatively

very similar. From this definition, the volumes thus provide

information on the bulk content combined with the spatial

and vertical extent of a variable within a predefined region

of the system of interest.

Consistent with larger flash rates in the outer region

(compared to the inner core) in the first 24h of simula-

tion (Figs. 2a) and, hence, larger total channel volumes

(Figs. 6a, 7), the CTRL TC outer region also exhibits

systematically larger 0.1 nCm23 total space charge

magnitude volumes (Fig. 8a), 5m s21 updraft volumes

(Fig. 9a), 0.5 g kg21 graupel volumes (Fig. 10a) and snow

plus cloud-ice volumes (not shown). The total channel

volumes can be viewed as a measure of the total elec-

trical discharge activity by considering flash size [volu-

metric extent (Fierro et al. 2015)]. During the first 24 h of

simulation, the total channel volumes in the outer region

are nearly an order of magnitude larger than in the inner

core (Figs. 6a, 7) and generally locate at significantly

higher altitudes than in the inner core: for example, the

100-km3-volume contour in the inner core seldom ex-

ceeds 10-km altitude, in contrast to the outer region,

where this contour often exceeds 16 km (Fig. 6a). This

tendency for the outer region to exhibit systematically

larger volumes at higher altitudes is also seen for the

0.1nCm23 total space chargemagnitude volumes (Fig. 8a),

5ms21 updraft volumes (Fig. 9a), and 0.5gkg21 graupel

volumes (Fig. 10a). The lightning channels in the inner

core, however, generally occur at lower levels than in the

outer region, a behavior also seen for the 5ms21 updraft

volumes (Fig. 9a) and, arguably, for the 0.1nCm23 total

space charge magnitude volumes (Fig. 8a).

Some of the earlier results become clearer by parti-

tioning the channels by polarity in the inner-core and

outer regions (Fig. 7). While the gross vertical arrange-

ment of lightning channel polarity is generally consistent

throughout the TC, namely, a middle layer containing

mainly positive channels between 7- and 10-km altitude

between two layers containing predominantly nega-

tive channels, some differences remain noteworthy.

Consistent with moderate (;5m s21) updrafts generally

FIG. 4. Horizontal cross sections of simulated radar reflectivity fields at z 5 1 km MSL overlaid with lightning initiation locations (black

crosses) for (a) CTRL, (b) SHEAR, and (c) SST at 9 h into the simulation. (d)–(f) As in (a)–(c), respectively, but at 19 h.
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located at lower levels in the inner core, the negative

channel volumes at lower levels (below 6km) are sig-

nificantly larger in the inner core. Similarly, the outer

region has deeper 5m s21 updrafts (Fig. 9a) and larger

negative channel volumes at upper levels (Fig. 7b, at

11–18-km altitude).

Lightning channels generally carry the opposite po-

larity of charge to the ambient net charge; thus, the

vertical arrangement of lightning channel polarity in

Fig. 7 also reveals that the gross charge structure in the

FIG. 5. Storm-centered Hovmöller diagrams of the radar re-

flectivity fields averaged within the z 5 4 and 7 km MSL layer and

the total number of lightning channels (sum of positive and nega-

tive channels in the entire column; black contours) for (a) CTRL,

(b) SHEAR, and (c) SST.

FIG. 6. Time–height plot of total lightning channel (.0.5) vol-

umes (km3 per average level) for (a), CTRL, (b) SHEAR, and

(c) SST. All time–height volume plots herein were computed from

model data interpolated on a storm-centered cylindrical grid to

better isolate the inner-core region (cylinder of radius r5 100 km)

and outer region (cylinder volume within 100 , r # 300 km), re-

spectively. As in Fierro et al. (2015), the volumes for a given var-

iableA interpolated on the cylindrical grid are computed using the

following procedures: At each level in the model, an algorithm

counts instances when A exceeds a fixed threshold (here 0.5). The

total count at each level is then scaled (multiplied) by the average

volume of the grid cell (because of the stretched grid). Shaded

areas show the volumes for the inner core, and, similarly, the

contours show the volumes for the rainband region. The legend for

color shading is shown in (c). To facilitate comparison, the contour

levels are the same as for the shading.
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majority of the convective cells within the TC

resembles a normal tripole (e.g., Williams 1989) con-

sistent with lightning observations in mature TCs (Black

and Hallett 1999; Fierro et al. 2011) and prior TC

modeling studies using SP98 (Fierro et al. 2007, 2013,

2015). Because lightning rates (Fig. 2a) and volumes

(Figs. 6a, 7) correlate with volumes of charge density

(Fig. 8a), this tripole is characterized by a main midlevel

negative charge region underneath a main upper

positive charge region coupled with a relatively weaker

positive charge region at lower levels below about 7 km.

A tripole wherein the lower positive charge region has

more lightning activity than the upper positive charge

region is referred to as a ‘‘bottom heavy’’ tripole by

Mansell et al. (2010).

Because noninductive charging requires the simulta-

neous presence of ice hydrometeors and supercooled

cloud water, it is also relevant to examine the evolution

of cloud water volumes (.0.1 g kg21; Fig. 11a) above the

freezing level (;4.5–5km). The higher values of cloud

droplet volumes in the outer region of CTRL (Fig. 11a)

compared to the inner region (up to about 24 h)

indicate a greater total convective area, which is con-

sistent with greater total flash rates in the outer region.

The time–height diagrams of the domain-integrated

1-min net graupel charging rates (Fig. 12a) show that,

overall, positive charging occurs between 6.5 and 8 km

with negative charging above that over a deeper layer,

between 8 and 11 km. Given that positive charge is

acquired by the lighter ice crystals during the negative

noninductive collisional charging with graupel between

8 and 10.5 km, positive charge will be lofted by updrafts

FIG. 7. As in Fig. 6, but for the (a) inner-core and (b) outer re-

gions in the CTRL run separated by polarity. Note the different

scales used for the inner-core and outer regions, which are shown

on the right of each respective panel.

FIG. 8. As in Fig. 6, but for the volumes (km3 per average level) of

the sum of positive and negative space chargemagnitude exceeding

0.1 nCm23.
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and detrained into the anvil cloud, while most of the

negative charge on graupel will settle to lower levels.

Because graupel tends to charge positively at warmer

ambient temperatures (Figs. 1a, 12a), the charge sep-

arated on graupel reverses from negative at midlevels

to positive below ;8 km down to ;6.5 km. In this

simulation, the inductive charging rates (graupel–

droplet; not shown) were generally one order of mag-

nitude smaller than noninductive rates, as seen in

previous studies using double-moment microphysics

(e.g., Mansell et al. 2010; Fierro et al. 2015).

Differences in simulated bulk electrical structures between

the inner core and the outer region of CTRL are highlighted

by selected cross sections through representative lightning-

active regions (Fig. 13). The noticeably shallower and less

vigorous convection in the inner core is characterized by (i)

shallower 30-dBZ echo tops (11 vs 14km; Figs. 13a,b), (ii)

smaller graupel mass mixing ratio (by ;2gkg21) with the

maximum contours generally located at lower levels

(7 vs 10km; Figs. 13a,b), and (iii) weaker vertical velocities

(by ;5ms21) rooted at lower levels (Figs. 13c,d). The

weaker and shallower updrafts in the inner core are re-

lated to generally low cloud water content (CWC) above

the freezing level (Figs. 13c,d) consistentwith the conceptual

model of Black and Hallett (1999). The high CWC values

FIG. 9. As in Fig. 6, but for the 5m s21 updraft volumes (km3 per

average level).

FIG. 10. As in Fig. 6, but for the 0.5 g kg21 graupel volumes (km3

per average level).
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below 2km in the inner-core updrafts are quickly depleted

during ascent by active coalescence and accretion by rain, as

seen in larger rain content in the inner corebelow the freezing

level (near 5km; Figs. 13c,d). This is in contrast to the outer-

band example, where appreciable CWC ($0.1gm23) is

found up to2308C. The larger graupel mass coupled with

higher CWC in the 0 to 2308C layer in the outer-band

convection accounts for larger volumes of noninductive

charging rates ($1nCm23 s21; Figs. 13a,b) and larger

volumes of moderate net charge of either polarity aloft

(r $ 0.1nCm23; Figs. 13c,d).

Consistent with Fig. 7, the convection in the outer

region in CTRL exhibits a more prominent upper

positive charge region (near 2308C) along with a main

midlevel negative charge region that extends to higher

FIG. 11. As in Fig. 6, but for the 0.1 g kg21 cloud water volumes

(km3 per average level). Note that the top of the vertical axis extends

only up to z 5 11.3 km MSL, compared to z 5 22 km MSL in all

other volume plots. For reference, the approximate height of the 08C
isotherm (domainwide) is shown by a dashed black horizontal line. FIG. 12. Time–height diagram of the horizontally integrated

graupel–cloud ice 1 graupel–snow noninductive charging rates

(Cm23 min21 per average level) throughout the entire simulation

domain zoomed over z’ 5–12 kmMSL for (a) CTRL, (b) SHEAR,

and (c) SST. Legends for contours (positive rates) and shading

(negative rates) are shown in (c) and (a), respectively.As in Fig. 6, the

contour levels were set to be the same as for the shading to facilitate

comparison. This plot uses 1-min time–height data, in contrast to the

hourly model output data used for all other time–height plots.
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levels (Figs. 13c,d). The inner core, in contrast, exhibits a

weaker negative charge region (Figs. 13c,d) and less

upper positive charge. As illustrated in Figs. 13a and

13b, this arises from the lack of CWC above the 2108C
isotherm in the inner-core region. At the locations of the

cross sections in Fig. 13, the inner core exhibits a low,

inverted dipole charge structure, while the convection in

the outer region is characterized by a normal tripole.

Although not shown in Fig. 13a, weaker positive charge

(r , 0.1 nCm23) exists above2158C, which would then

classify the charge structure in the inner core as

a bottom-heavy tripole, in line with the volume plots

in Fig. 7. The larger volumes of appreciable

(r $ 0.1nCm23) positive charge at upper levels in the

outer region account for the larger production of light-

ning discharges there (Figs. 13c,d), while the generally

comparable volumes of charge below 7km explain that

both regions produce fewer flashes at lower levels. As

shown in Fig. 7 and illustrated in Figs. 13c and 13d, the

vast majority of the flashes produced in the outer region

(Fig. 2a) initiate at the charge interface at upper levels

(;10.5km) because of the dominant negative charging of

graupel. The positive electrical potential (not shown)

associated with the lower positive charge region in the

inner core is stronger relative to the negative potential

magnitude at midlevels compared to the outer region.

FIG. 13. East–west cross sections of electrical, microphysical, and kinematic variables at t 5 3 h across repre-

sentative sections of (a),(c) the eyewall and (b),(d) the outer region for CTRL. (a),(b) Radar reflectivity fields

(shaded) overlaid with graupel mass mixing ratio qg (g kg
21; green contours), horizontal wind speed (HWIND;m s21;

black contours), net noninductive charging rate [nCm23 s21; red (positive) and blue (negative) contours]. (c),(d) The

net charge density r (nCm23; blue and red shading), CWC (gm23; gray and blue shading) vertical velocityw (m s21;

dashed gray contours), 30-dBZ echo outline (thick black contour), flash initiation locations (FLSHI; green crosses),

and rainwater content (RWC; gm23; blue contours). The cloud outline, depicted by the 0.1 g kg21 contour of the sum

of cloud mixing ratio qc, ice mixing ratio qi, and snow mixing ratio qs, is also shown in all panels for reference.
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Consistent with Mansell et al. (2010), these respective

vertical potential configurations would favor IC flash

production at lower levels in the inner core, while fa-

voring CG flash production in the outer region.

b. SHEAR experiment

Motivated by previous observational studies show-

ing a relationship between eyewall lightning and shear

magnitude/direction (e.g., Corbosiero and Molinari

2002; Abarca et al. 2011; Stevenson et al. 2016), SHEAR

attempts to broadly replicate observations to shed

insights on some of the main differences in electrical

structures between a sheared storm and a steady-state

major axisymmetric TC (i.e., CTRL). The imposed strong

full-tropospheric shear is unidirectional and positive

in the zonal direction (i.e., DU5115m s21 increase in

10 h between ;850 and 250 hPa). Because the vortex

is nearly stationary (translation speed # 2m s21), the

upshear (downshear) semicircle is located on the left

(right), respectively.

Consistent with observations, the introduction of

strong deep wind shear results in a notable weakening of

the TC with a minimum surface pressure rising from

about 942 hPa at the beginning of the simulation to

about 985hPa 30h later (Fig. 2b). The time series of

hourly flash rates in Fig. 2b reveals a salient difference

with respect to CTRL (Fig. 2a): namely, a noticeable

increase in inner-core lightning starting ;5h into the

simulation (and ending at 23 h) with rates ranging be-

tween 50 and 300 flashes h21. Between hours 10 and 23,

the inner-core flash rates systematically exceed those

occurring in the outer region (cf. gray and black portions

of the bars in Fig. 2b). In contrast to CTRL, the sheared

TC produced some CG flashes lowering positive charge

(1CGs) and produced nearly 7 times more 2CGs than

CTRL, most of which were located in the inner core

(Fig. 2b and see later in the section).

The spatial distribution of the 30-h accumulated

lightning discharges in the inner-core region (Fig. 3)

reveals an unambiguous maximum in the downshear left

quadrant with about 84% of the inner-core flashes. This

result is consistent with the spatial patterns of CGflashes

in observed TCs (e.g., Corbosiero and Molinari 2002;

Abarca et al. 2011). The outer region produced a light-

ning pattern similar to CTRL with about 50% of the

flashes located in the downshear right quadrant (Fig. 3).

Horizontal cross sections (Fig. 4b,e) and a Hovmöller
diagram (Fig. 5b) of the simulated reflectivity fields and

1-h accumulated lightning fields further highlight the

stark differences relative to CTRL in terms of the re-

lationship between precipitating hydrometeor fields and

lightning locations. Figure 4b shows that the inner-core

lightning for SHEAR remains generally clustered near a

well-defined maximum in reflectivity exceeding 55 dBZ

in the downshear left quadrant of a progressively more

open eyewall, which also exhibits a well-defined

wavenumber-1 reflectivity pattern, consistent with ob-

servational (e.g., Marks et al. 1992; Reasor et al. 2000)

and modeling work (e.g., Rogers et al. 2003).

As time progresses (cf. Figs. 4b and 4e), the rainband

convection in SHEAR develops into a well-defined

comma shape south of the inner-core region. North of

the inner-core region, the enhanced convection in the

northern semicircle (i.e., upshear and downshear left

quadrants), coupled with rearward and azimuthal ad-

vection (i.e., eastward and northward) of hydrometeors,

accounts for the formation of a prominent area of pre-

cipitation (Fig. 4e). These are typical features of extra-

tropical systems (e.g., Bluestein 1992) or TCs undergoing

extratropical transition (e.g., Davis et al. 2008; Foerster

et al. 2014). The Hovmöller diagram (Fig. 5b) further

highlights how the eyewall becomes more ill-defined

while developing a maximum in lightning near the

35–40-km radius between hours 6 and 18. The progressive

reduction in lightning activity with time in the outer re-

gion first documented in Fig. 2b becomes also evident in

Fig. 5b. By about 22h of simulation, the storm has been

completely torn apart by the strong shear (Fig. 5b).

Time–height volume plots for the inner core and the

outer region reveal notable contrasts with respect to

CTRL that account for the lightning patterns (Figs. 3 and

4b,e) and evolution (Fig. 2b) described earlier. In linewith

heightened lightning activity in the asymmetric inner core

between hours 10 and 23 (Figs. 2b, 4b,e, and 5b), the total

channel volumes are noticeably larger than in the outer

region during that period. Akin to CTRL, the lightning

channel volumes in the inner core systematically extend to

lower levels (4–8km) compared to the outer region, es-

pecially during the aforementioned period. The signifi-

cantly larger volumes of channels at even lower levels

compared to CTRL (i.e., below 4km) are consistent with

the production of noticeablymore CGflashes in SHEAR.

The relatively larger lightning production in the inner

core than the outer region between hours 10 and 23 in

SHEAR is associated with larger and deeper contours of

j0.1jnCm23 space charge density volumes (Fig. 8b),

5ms21 updraft volumes (Fig. 9b), and 0.5 gkg21 graupel

volumes (Fig. 10b). This is consistent with the magnitude

of the noninductive charging rate increasing as a function

of graupel content (Fig. 1a; SP98) and with graupel con-

tent being contingent upon the presence of appreciable

($5ms21) vertical velocities (Zipser and Lutz 1994;

Wiens et al. 2005; Kuhlman et al. 2006) and sufficient

CWC. The respective maxima of these volumes are even

comparable to those found in the outer region of CTRL

(cf. with Figs. 6a, 8a, 9a, 10a, and 11a).
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The inner core of SHEAR exhibits deeper 0.1 g kg21

contours of cloud water volume above the freezing level

(4.5–5 km) relative to CTRL, which are associated

with a prominent area of weaker convective (,7m s21;

Figs. 4b,e, 9a,b) precipitation in the northern semicircle

(Figs. 11a,b). This is consistent with larger graupel vol-

umes (Figs. 10a,b) and, in turn, larger charge volumes

(Figs. 8a,b) and lightning channel volumes there

(Figs. 6a,b). Figures 11a and 11b also show that above

about 9–10km clouds are essentially glaciated, owing

primarily to riming by ice hydrometeors.

The time–height diagram of domain-integrated net

graupel noninductive charging rates (Fig. 12b) points

toward a similar domainwide gross charge structure as in

CTRL: namely, a normal tripole. This accounts for the

result that the vast majority (96%) of all simulated CG

flashes lowered negative charge. The gradual increase in

inner-core lightning between hours 10 and 19 (Fig. 2b) is

coincident in time with a notable relative increase in

domain-integrated noninductive charging rates, espe-

cially below ;9.5 km (Fig. 12b).

Similar to CTRL (Fig. 13), Fig. 14 shows a represen-

tative cross section in the most lightning-active area of

the inner-core region of SHEAR, located in the down-

shear left quadrant (Figs. 3, 4b). The microphysical and

electrical structure of the convection in the outer region

is overall similar to that of CTRL (not shown).

The inner-core updrafts are somewhat weaker than in

some of the individual, smaller-scale convective ele-

ments in the outer region (Figs. 13d, 14b). The down-

shear left quadrant of the SHEAR inner core exhibits,

however, moderate vertical velocities (w $ 5ms21),

graupel mass mixing ratios (qg $ 3 g kg21), and CWC

($0.1 gm23) over a significantly larger grid volume than

in the outer region (Figs. 9b, 10b). Also, the convection

in the outer region is episodic, while, in contrast, the

shear-induced convection in the downshear left quad-

rant of the inner core persists for more than 12h

(Figs. 9b, 10b). Observational work of Reasor et al.

(2009) showed that such convective invigoration in the

eyewall of sheared hurricanes arose from shear-forced

mesoscale ascent in the downshear eyewall modulated

by internally generated vorticity asymmetries. These

factors combine to account for the persistence of larger

volumes of moderate noninductive charging rates

($1nCm23 s21) (Fig. 14a) and, consequently, volumes

of charge in the inner core (Fig. 14b). Because the vol-

ume of negative charge at midlevels in the inner core of

SHEAR is even larger than in the outer region of CTRL

(Figs. 8a, b and 12a, b), its normal tripole charge struc-

ture produces larger volumes of high electric field

magnitudes (i.e., $100 kVm21; not shown), yielding

larger lightning production at both charge interfaces of

the tripole (cf. Fig. 13d, 14b). Similar to the outer region

in CTRL, the inner core of the sheared TC exhibits a

positive electric potential (not shown) at low levels that

is markedly weaker than the negative potential magni-

tude at midlevels. These factors account for the

larger2CGflash production in the inner core of SHEAR

relative to the outer region of CTRL (Figs. 2a,b, 3)

(Mansell et al. 2010).

c. SST experiment

This last experiment was designed to illustrate how a

TC exhibiting a weakening rate similar to SHEAR

yields notable differences in electrical structures and

evolution. As anticipated, reducing the SST from an

initial value of 278Cdown to 228C results in a progressive

weakening of the vortex (Fig. 2c). The filling rate is

FIG. 14. As in Fig. 13, but for a representative section of the inner-

core convection at t 5 9h for SHEAR.
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remarkably similar to that of SHEAR: namely, an in-

crease from an initial minimum surface pressure of

about 942 to about 982 hPa at the end of the simulation

(cf. Fig. 2b and 2c). The time series of lightning flash

rates (Fig. 2c) shows a dearth of lightning after about

hour 10. The quadrant distribution of the 30-h accu-

mulated lightning discharges in both the inner-core and

outer regions (Fig. 3) is similar to CTRL and is attrib-

uted to the first 10 h of simulation wherein the two so-

lutions exhibit the smallest departure from each other.

The sharp reduction in sea surface moisture and heat

fluxes results in an inner core characterized by overall

smaller reflectivity values than either CTRL or SHEAR,

generally by about 10–15 dBZ after about 10 h. This is

clearly seen in the Hovmöller space (Fig. 5c), which also

reveals a progressive reduction of 30-dBZ echo tops

before the inner-core convection eventually collapses by

about hour 24.

Despite a nearly identical weakening rate, the

SHEAR and SST experiments exhibit stark differences

in their bulk electrical and microphysical structures, as

evidenced in the SST run by markedly smaller volumes

of total lightning channels (Fig. 6c), j0.1jnCm23 charge

densities (Fig. 8c), 5m s21 vertical velocities (Fig. 9c),

and 0.5 gkg21 graupel mass (Fig. 10c), along with much

smaller net graupel noninductive charging rates

(Fig. 12c). During most of the simulation, the weaker

convection in the inner core of SST exhibits cloud water

volumes above the freezing level that are generally

lower than those of CTRL (Figs. 11a,c). This is consis-

tent with the inner core of CTRL containing appreciably

larger volumes of graupel and charge (Figs. 8a,c, 10a,c).

5. Conclusions

Using an explicit cloud-scale electrification model,

this work investigates the differences in electrical

structures and evolution of a strong axisymmetric

hurricane-like vortex (CTRL) subjected to prescribed

changes in sea surface temperature (SST) or wind shear

(SHEAR). The SHEAR and SST cases had very similar

rates of weakening (as measured by the minimum sur-

face pressure) but very contrasting decay modes and

lightning evolution.

The vast majority of the CG discharges in the simu-

lations lowered negative charge, which was consistent

with a normal tripole gross vertical charge structure in

the inner core (r# 100km) and outer region (100, r#

300 km) in all three experiments. The steady-state,

nearly axisymmetric vortex in CTRL produced the

vast majority (;91%) of its lightning in the outer region,

consistent with observations of steady-state strong

TCs. The inner core in CTRL had overall weaker

electrification relative to the outer region, as evidenced

by comparatively smaller volumes of graupel, charge

density, and moderate updraft speed (5ms21). This re-

sult constitutes a noticeable improvement over earlier

modeling works of Fierro and Reisner (2011) and Fierro

et al. (2007, 2013, 2015) wherein their simulated TCs

exhibited a systematic overestimation of graupel con-

tent (and, hence, lightning rates) in the inner core rela-

tive to the outer region.

Consistent with earlier observational works, the im-

position of strong, deepwesterly shear resulted in a well-

defined wavenumber-1 asymmetry in radar reflectivity

fields in the downshear left quadrant of the inner core.

The enhanced shear-induced volume of mixed-phase

precipitation in the downshear left quadrant of the inner

core coincided with a noticeable increase in inner-core

lightning with flash rates comparable to or even ex-

ceeding those found in the (weakened) outer-region

convection. This increase in inner-core lightning was

coincident with notable increases in 0.5 g kg21 graupel

volumes, 0.1 g kg21 cloud water volumes above the

freezing level, 5m s21 updraft volumes, and volumes of

0.1 nCm23 charge density magnitudes.

In both SHEAR and CTRL, it was found that, overall,

moderate updraft speeds (5m s21) in the inner-core

convection were located at noticeably lower levels (be-

low 6km) compared to the outer region. In CTRL, the

cloud water in the shallower updrafts in the inner core

(relative to the outer region) were rapidly depleted by

active autoconversion and accretion (i.e., warm rain)

processes, in turn confining the majority of the charging

to a shallow layer above the freezing level. This resulted

in the development of a bottom-heavy tripole charge

structure. In SHEAR, the asymmetric inner core had

updrafts that were generally deeper, owing to persistent

dynamical forcing over a relatively broad area, which

allowed larger amounts of cloud water and graupel to

reside and persist in the 08 to2208C layer. In contrast to

the inner core in CTRL, SHEAR exhibited a more

substantial negative charge layer relative to the lower

levels, which accounts for the larger production of neg-

ative CGs in SHEAR.

Given that the current experimental design assumes

an initial steady-state intense TC and, given the chal-

lenges in simulating a TC intensifying in a realistic

manner in this idealized framework, future work will

place emphasis on conducting a similar analysis for in-

tensifying storms with focus on rapid intensification.
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